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Object Based Video Coding by Global-to-Local
Motion Segmentation

Ahsan Shamim and John A. Robinson

Abstract—In this paper, we describe an object-based video com-
pression scheme based on the derivation and efficient coding of
motion boundaries. First, we recursively identify a small number
of global movement classes, each represented by two or more mo-
tion parameters. Second, we assign regions of a spatial segmen-
tation to movement classes. Third, we merge segments using var-
ious similarity heuristics, while adding movement classes for small
objects, if necessary. Finally, the boundaries of motion are coded
using an efficient asymmetric binary tree (ABT) coding scheme.
Experimental results on standard test sequences qualitatively show
that the proposed algorithm gives good segmentation, and that it is
suitable for very-low-data-rate object-based coding.

Index Terms—Motion estimation, motion segmentation, video
coding.

I. INTRODUCTION

V IDEO compression schemes exploit temporal redundancy
by motion estimation, motion-compensated prediction,

and residue coding. Standards such as H.263, MPEG 1 and 2
use block-based motion compensation and a discrete cosine
transform (DCT) for block-based coding of prediction residues
[1]. The drawback of these algorithms is that real-world moving
objects, in general, do not align with the block boundaries.
Near the object boundaries, block-oriented algorithms derive
erroneous motion vectors, leading to discontinuity in the mo-
tion-vector fields. Block-based residue coding then produces
blocking artifacts in the reconstituted picture. The human visual
system is very sensitive to such artifacts in an image.

Object-based video coding identifies moving objects in an
image sequence, then codes their boundaries and interiors sep-
arately. It achieves more efficient compression than block-ori-
ented schemes, without blocking artifacts. MPEG 4 and MPEG
7 support object- and content-based techniques. Examples of ap-
proaches to detecting, segmenting, and coding moving objects
in a video sequence include [2]–[8]. In this paper, we propose a
new scheme that is unusual in developing motion estimates in a
hierarchical, global-to-local, fashion. We also explain how our
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asymmetric binary tree (ABT) coding scheme [9] is applied to
the results of segmentation to code object boundaries efficiently.
Fig. 1 shows a block diagram of the system as a whole.

II. REGION-BASED MOTION ESTIMATION

A. Determining Movement Classes

For simplicity, we consider only the coding of a single cur-
rent frame, using a single previous frame for motion estima-
tion and prediction. Extension to bidirectional and multiframe
coding is possible but not developed here. We first consider the
whole image as a single moving object and, by gradient descent,
find a best-estimate translational motion estimate. This gener-
ally represents background or camera motion, and parts of the
image that have this motion are in the first movement class. The
matching errors that result from displacing the previous frame
by this motion and subtracting the current frame are thresholded.
Following a morphological operation to remove noise, the pixels
with matching error greater than the threshold are judged as out-
side the first movement class, and are considered as a (noncon-
tiguous) region for a second round of gradient-descent motion
estimation. The best-estimate motion parameters for this new re-
gion define the second “movement class” and, again, the differ-
ence image is thresholded and the above-threshold points used
to form a new region. The process repeats until most of the pic-
ture is subthreshold for one of the motion vectors. In general,
this technique finds the motion vectors of large contiguous re-
gions before those of smaller regions. After a certain stage of
motion vector calculation, only small unrelated objects remain.
At this stage, gradient-descent techniques become unreliable.
So, a full-search algorithm is applied if the cross-correlation co-
efficient between two test frames with remaining objects falls
below some threshold (i.e., 0.1) at an estimated motion vector.

B. Threshold Calculation

The process of determining movement classes described in
Section II-A requires repeated thresholding of matching errors.
Thresholds are determined automatically, and are of two types:
true motion and false motion. These types are identified and
processed as follows. First, a translational motion estimate is
found using all of the points not previously classified. Next, the
cross-correlation profile between the reference frame and the
displaced frame is calculated using pixels with matching errors
greater than thresholds from 0 to 255. This profile has several
curve segments that decrease exponentially. In general, points in
each segment correspond to related objects. Those points having
matching errors in the first segment are assumed to follow the
calculated motion vector. We, therefore, calculate the threshold
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Fig. 1. Block diagram of the method.

from the point of maximum slope between the first and second
segments. Fig. 2(a) and (b) shows the threshold calculation tech-
nique of the two general types of profiles for true motion and
false motion.

Fig. 2(a) shows the natural correlation profile for true motion
vectors. The range from 0 to corresponds to the same
correlation level. Then, the correlation coefficient decreases
until the threshold reaches . Near , the profile becomes
flat, as the effect of other objects being removed after a certain
threshold becomes prominent. In order to avoid the removal
of other objects moving with different motion vectors, the

maximum slope of the profile between 0 and is found, and
the desired threshold is obtained as follows:

(2.1)

where is the maximum gradient of the profile between 0
and .

Fig. 2(b) shows the correlation profile for false motion vec-
tors. Generally, this type of profile results from false responses
of the remainder of objects whose motion vectors have already
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(a) (b)

Fig. 2. Cross-correlation coefficient (�) versus threshold profile for (a) true motion vector and (b) false motion vector.

Fig. 3. (a) Frame 91 and (b) Frame 94 of the mobile and calendar sequence. (c) Thresholded image after the first stage of motion vector calculation. White points
belong to the first movement class; black points are not yet classified. (d) Remaining unclassified points (in black) after “opening” operation on the thresholded
image in (c). These points will now be used to find the motion vector for the second movement class.

been found. The motion vector for this type of profile is there-
fore not used to define a movement class. However, threshold

is calculated as follows:

(2.2)

The points that yielded cross-correlation profile values below
threshold are then eliminated from the next level of the mo-
tion vector search. That is, they are assumed to belong to one
of the previously derived movement classes, and their removal
ensures that they do not adversely affect the calculation of the
next true motion vector. The process of calculating motion vec-
tors continues until the profile becomes flat, implying that the
remaining part of the picture will not contribute any more valid
motion vectors.

C. Morphological Operation

In order to remove noise from one frame to another, opening
is done on the thresholded difference image with a 3 3 square
operator. The opening of set by structuring element , de-
noted , is defined as [6] , where

is the erosion of by , which
corresponds to the set of all points such that , translated by

, is contained in and is the dilation of
by , which represents the set of all displacements such that

for and overlap by at least
one nonzero element.

The main attribute of opening is that it smoothes the contours
of an image, breaks narrow isthmuses, and eliminates thin pro-
trusions. It is appropriate for our purpose of determining move-
ment classes because practical objects in general have smooth
surfaces. Fig. 3 shows the effect of an opening operation in esti-
mating motions between two frames in the mobile and calendar
sequence.
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Fig. 4. Application of the ABT coding scheme on a motion boundary image
of (a) the mobile and calendar sequence and (b) the table tennis sequence.

Fig. 5. (a) First strategy and (b) second strategy of header arrangement.

The handling of false motion vectors (Section II-B) and the
morphological operation of opening (Section II-C) both remove
unclassified pixels. These pixels are considered to belong to one
of the previously found movement classes and, therefore, do
not participate in the estimation of further movement classes.
The actual classification of these pixels to particular movement
classes does not happen until the segmentation and assignment
of motion vectors (Section II-D).

D. Segmentation and Assignment of Motion Vectors

Areas of constant or slowly varying luminance in an image
usually correspond to the surface of a rigid object. So, having
obtained the movement classes, we spatially segment the ref-
erence frame using a region-growing algorithm, and then test
each segment for each of the possible motion vectors. The mo-
tion vector giving the minimum matching error in each segment
is considered to be applicable in that region, unless its matching
error per pixel is greater than some threshold. The threshold is
set at (Fig. 2), the worst possible threshold to move with that
motion vector, at the stage when that motion vector was found.
When the threshold is exceeded, the algorithm performs a local
search for the best-matching region. If this gives matching error

TABLE I
CODEWORDS USED IN THE ABT CODING SCHEME

better than that from the best movement class vector, a new
movement class is added, and the region is assigned appropri-
ately. This updating process replaces a few previously assigned
motion vectors with new ones if there are a significant number
of smaller moving objects. Usually, the number of motion vec-
tors calculated at the first stage is unaffected.

E. Post-Processing Strategies

After the initial stage of motion vector assignment, we apply
three steps of post processing. First, if there is an object that
is one-pixel wide and has different motion vectors from its
surrounding, we consider this segment to have resulted from
luminance change along an edge. In this case, we merge the
segment to the surrounding, which gives a minimum matching
error. The process repeats until no more merging can be done.
Second, we check smaller objects with their surrounding mo-
tion vector. If the matching error with its present vector is less
than times that of its surrounding most likely motion vector,
then the segment is merged with the surrounding. The purpose
of this step is to clean up the segmentation of rigid objects that
are rotating, scaling, or shearing, and which therefore consist
of adjacent areas with similar translational motion vectors. A
value of 1.1 for merges a large percentage of these cases over
a broad range of picture activity, and consistently results in a
quality/data-rate improvement. Third, we assume a minimum
object size of 4 4 pixels. If the segment is smaller, it is
assumed to move with its surrounding motion vector, giving
minimum matching error. The block size used for morpholog-
ical operation is 3 3, which removes isolated clusters of pixels
less than 4 4 in size. But near the end of the processing,
the pixels used to calculate the motion vector are sparsely
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Fig. 6. (a), (c), (e), (g) Transmitted and decoded motion boundary image. (b), (d), (f), and (h) Recovered image after merging of black regions after processing
stages 7, 12, 14, 17.

distributed, sometimes resulting in isolated clusters of pixels in
size less than 4 4 being assigned a motion vector. This final
post-processing stage cleans up these remaining small clusters.
With these post-processing steps, the quality of the prediction
image—the estimated frame constructed from the first frame of
a sequence and the estimated motion vectors—does not degrade
too much as compared to the original frame, but the motion
segmentation is simplified, which facilitates efficient coding.

III. CODING

The coded (compressed) information consists of two main
parts. First, the header information, which includes the total
number of motion vectors, their values, and the number of seg-
mented regions with different motion vectors. Second, the infor-
mation describing the structure of differently moving segmented
regions.

A. Motion-Information Coding

One of two strategies is followed to arrange the header in-
formation depending on the total number of motion vectors and
total number of segmented regions with different motion vec-
tors. In the first, bits representing the total number of segmented
regions are transmitted then the measured motion vectors
of sequentially obtained segmented regions are transmitted. In
the second strategy, bits representing the total number of vectors
are transmitted, followed by the measured motion vectors ,
then the motion indices of sequentially obtained segmented re-
gions.

Let us consider that bits are transmitted to represent a max-
imum number of motion vectors or segmented regions. bits
are required to represent each component of the motion vector,
and there are total vectors and total regions. Fig. 5 shows the
difference between these two header arrangement strategies. Ei-
ther of these two strategies is used, and 1 bit is transmitted ini-
tially to indicate the selection of the technique. For the perfor-
mance comparison is assumed to be equal to 6, which allows a
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Fig. 7. (a) Frame 20 and (b) Frame 23 of the mobile and calendar sequence. (c) Motion vector boundary with block-matching technique. (d) Motion vector
boundary with the proposed technique. (e) Predicted image with lock-matching technique [PSNR = 21:19]. (f) Predicted image with the proposed technique
[PSNR = 21:61].

maximum codeable motion range of , greater than that typ-
ically used in conventional block-based coders.

B. Asymmetric Binary Tree Coding (ABT)

ABT codes the shapes of moving regions in a hierarchical
way, similar to two-level coding schemes like quadtree and bi-
nary-tree coding [10],[11]. It shares with these earlier schemes
the idea that rectangular blocks of the image are recursively sub-
divided until they contain all boundary or all interior pixels.
In contrast to earlier methods, ABT adapts the cut position of
a block. Moreover, no pixel is coded if its value is implicit in
the higher stages of the hierarchy. Initially, all blocks are con-
sidered to be in the primary stage. ABT cuts a block in half
if there are boundary pixels in both halves, and each half be-
comes a new primary stage block. Otherwise, it adjusts the cut
position to maximize the size of the subblock without boundary

pixels. The location of the cut is efficiently coded, together with
a mark denoting which of the two subblocks has boundaries.
When the subblock with boundaries is subsequently coded, it is
in the advanced stage, because ABT exploits the constraint that
boundary pixels must be adjacent to the most recent cut. The cut
direction for an advanced stage block is the same as the previous
cut; for a primary stage block, the direction is perpendicular to
the previous. Codewords and a mapping to binary for the ABT
scheme are shown in Table I. Here, the first column corresponds
to primary stage blocks whereas the second column corresponds
to advanced stage blocks. A detailed analysis of the scheme is
given in [9]. Fig. 4 shows the application of ABT on two contour
images; the thin lines show the division of the picture by ABT,
illustrating how it iteratively splits rectangular blocks into two
unequal subblocks.

Even with ABT, the structure information takes a large
number of bits compared with the header information. Clearly
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Fig. 8. (a) Frame 93 and (b) Frame 96 of the mobile and calendar sequence. (c) Segmented image of Frame 96 (1261 segments). (d) Motion vector boundary
with block-matching technique. (e) Motion vector boundary with the proposed technique. (f) Predicted image with the proposed technique [PSNR = 22:47]; the
PSNR with block-matching technique is 21.44.

a multiframe coding scheme for moving objects could improve
on what has already been achieved.

C. Variation of Reconstructed Image Quality With Variable
Bit Rate

Because ABT is a hierarchical scheme, it allows an approxi-
mate version of the boundary information, and thus a block seg-
mentation, to be derived from a partial encoding. This allows
us to trade off the bits spent on the motion boundaries with the
quality of the prediction image.

If coding stops before reaching the finest level, then there will
be some blocks in an uncoded condition. These blocks need to
be estimated from the coded blocks. When an uncoded block

is at the intersection of different coded regions, these regions
are grown across the block until they meet in boundaries inside.
When the uncoded block is surrounded by a single coded region,
the coded region is extended inwards in all directions to absorb
half the uncoded area. The remaining uncoded area is defined
as a single new region.

The transmitter needs to transmit a number of motion vectors
equal to the sum of the number of coded regions and the number
of isolated uncoded regions. During transmission, the encoder
will transmit one motion vector for each coded region according
to the scanning process. Then a motion vector for each isolated
black region is transmitted, which is the most probable motion
vector within the possible newly created region. All these mo-
tion vectors are used to form the header information. In this case,
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Fig. 9. (a) Frame 4 and (b) Frame 7 of the table tennis sequence. (c) Motion vector boundary with block-matching technique. (d) Motion vector boundary with the
proposed technique. (e) Predicted image with block-matching technique [PSNR = 28:97]. (f) Predicted image with the proposed technique [PSNR = 29:53].

the first strategy of arranging header messages is used (see Sec-
tion III-A).

Fig. 6 shows the decoded region, and estimation of the un-
coded region from the decoded region, of the motion boundary
image between Frame 93 and Frame 96 of the mobile and cal-
endar sequence. For example, Fig. 6(a) shows that after stage 7
of ABT, large areas (in black) are uncoded. Fig. 6(b) shows dif-
ferently shaded regions corresponding to different moving ob-
jects based on the segmentation of Fig. 6(a); where Fig. 6(a) is
white, the appropriate motion vector is represented by a partic-
ular shade of gray, and where Fig. 6(b) is black, the regions have
been grown across the uncoded area as described above.

IV. RESULTS AND DISCUSSION

Figs. 7–9 show motion vector boundaries and prediction
pictures of a standard block-matching algorithm with (16 16)

block size and of the proposed algorithm. These examples show
that the proposed method yields a qualitatively good segmen-
tation, except in small areas where noise on luminance edges
causes incorrect extraction of small segments. By contrast,
the shortcomings of block-oriented motion estimation motion
boundaries are visible in all examples, particularly Fig. 9.

Table II shows the number of bits required to code the mo-
tion boundary information, the total number of motion vectors
to be transmitted, the PSNR of the predicted image, and the bit
rate assuming 30 frames per second, with respect to the ABT
processing stage. Frames 93 and 96 of the mobile and calendar
sequence are used for this example. We assume that 6 bits (max-
imum 64 regions) are required to transmit the information about
the total number of motion vectors and 6 bits ( pixel move-
ment) are required to transmit each component of the motion
vector.
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TABLE II
VARIATION OF QUALITY OF THE PREDICTED IMAGE WITH BIT RATE USING

TWO FRAMES OF THE MOBILE AND CALENDAR SEQUENCE

Fig. 10 shows the variation of PSNR with respect to the pro-
cessing stage and bit rate. Some interesting analysis can be ob-
tained from Fig. 10 and Table II.

• The total number of processing stages is 17. This is the
maximum number of processing stages using any frame
of size (240 352), the size of Frame 93 and Frame 96
of the mobile and calendar sequence. The reason for
this is that the proposed coding technique uses a binary
tree. In the worst case, there may be a block at the final
stage to be coded that is obtained by equally splitting the
corresponding previous-stage blocks until the final-stage
subblock is reduced to a single active pixel. Hence, the
total number of stages required to code this sub block is

. In comparison,
the maximum value of the number of processing stages in
a quadtree is 7, because a quadtree divides a block both
horizontally and vertically at the same processing stage.

• The processing stage in the proposed scheme required
to get the predicted image of the same quality as that
of block-matching technique deserves some attention.
For an block size, if there is a break in
motion within a block then the whole block of size

will get a wrong motion vector. On the
other hand, if the transmitter of the proposed tech-
nique stops transmission after a certain processing stage

, then the worst possible uncoded block
in the decoder will be of size ,
where is the number of horizontal processing,
is the number of vertical processing, is equal to

, and is equal
to . This block
is equivalent to getting a wrong motion vector in the
conventional block-matching technique. The number of
processing stages required in the proposed technique to
get a predicted image of the same quality using block
matching with block size can be theoretically
calculated, and is approximately equal to the sum of

and . When
and , then and

.

(a)

(b)

Fig. 10. (a) PSNR versus processing stage and (b) PSNR versus bit rate of
the predicted image using Frame 93 and Frame 96 of the mobile and calendar
sequence.

• Fig. 10(a) shows the convex-shaped PSNR versus pro-
cessing stage plot. This suggests that the proposed tech-
nique codes the largest possible block of uniform motion
at each stage. So the rate of improvement in PSNR de-
creases as the processing stage increases.

Similar analysis is shown in Fig. 11 for Frame 5 and Frame
6 of the table tennis sequence. It shows a better rate of PSNR
improvement because the frames of the table tennis sequence
used in the analysis have dominant translational moving objects
where the proposed algorithm fits well.

Table III and Figs. 12 and 13 show the bit-rate performance
of block-based motion estimation and the proposed technique
with the mobile and calendar and table tennis sequences. The
number of bits required for transmitting the motion vector infor-
mation between two frames for the block-matching technique is
calculated as follows.

• The actual motion vectors for each macro-block between
two frames are found.

• Each motion vector component is subtracted from the
component of the motion vector in the previous block (i.e.,
the one directly before it). Similarly, a differential code for
the component is found.

• The motion vector table for H.263 [12] is used to find the
total number of bits required for differential codewords.
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(a)

(b)

Fig. 11. (a) PSNR versus processing stage and (b) PSNR versus bit rate of the
predicted image using Frame 5 and Frame 6 of the table tennis sequence.

Fig. 12. Bit-rate comparison of block-matching technique and proposed
technique for the mobile and calendar sequence.

Table III shows that the number of processing stages required
in the proposed technique to get the predicted image of the
same quality using the block-matching technique with block
size (16 16) is nine or ten, which matches theoretically cal-
culated values. Figs. 12, 13 show that the proposed technique
requires significantly lower bit rates than block-based coding.
Where other recent motion coding schemes have been compared
on the same terms against block-based standards, they report im-
provement of prediction image PSNR of between 0.3 [13] and
0.6 dB [14]. At typical resolutions, this translates into a reduc-
tion in bit rate at constant prediction image PSNR of between
5% and 20%. The technique proposed here offers a reduction of
about 30% in motion information bit rate.

Fig. 13. Bit-rate comparison of block-matching technique and proposed
technique for the table tennis sequence.

TABLE III
BIT-RATE PERFORMANCE WITH ABT TO ACHIEVE SAME-QUALITY PREDICTED

IMAGE AS WITH THE BLOCK-MATCHING TECHNIQUE FOR THE MOBILE

AND CALENDAR SEQUENCE

V. CONCLUSION

We have proposed a global-to-local motion estimation
algorithm, integrated into a video coder, that provides motion
segmentation and efficient coding of moving object boundaries.
The scheme produces qualitatively good segmentations of
moving scenes and outperforms block-oriented standards for
video compression. It provides fine-grain control of the tradeoff
between motion information and residue information, so could
be the basis for a rate-adaptive coder.
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